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Abstract 

Healthcare data in images, texts and other unstructured formats have continued to 
grow exponentially while generating storage concerns. Even though there are other 
complexities, volume complexity is a major challenge for Disk-Resident technique in 
storage optimization. Hence, this research aimed to empirically compare the efficiency 
of Disk-Resident and In-Memory single structure database technique (as opposed to 
multiple structure In-Memory database), using descriptive and inferential big data ana-
lytical approaches. The essence was to discover a more cost-effective storage option 
for healthcare big data. Data from Nigerian Health Insurance Scheme (NHIS) alongside 
sample patients’ history from Made-in-Nigeria Primary Healthcare Information System 
(MINPHIS) which included patients’ investigation, patients’ bio-data and patients’ diag-
noses were the primary data for this research. An implementation of both Disk-Resi-
dent and single structure In-Memory resident data storage was carried out on these 
big data sources. After storage, each quantity of data items stored for different data 
items in Disk-Resident was then compared with that of single structure In-Memory 
resident system using size of items as comparison criteria and different analyses made.

The results obtained showed that single structure In-Memory technique conserved up 
to 90.57% of memory spaces with respect to the traditional (common) Disk-Resident 
technique for text data items. This shows that with this In-Memory technique, an 
improved performance in terms of storage was obtained.

Keywords:  Healthcare big data, Disk-resident database, Columnar in-memory-resident 
database, Big data analytics, Descriptive analysis, Big data volume complexity

Introduction
The amount of data produced worldwide in this digital era is said to double itself every 
three (3) years and with time, this will result in data overload [1]. The moment data 
is beyond the capacity of the existing tools to process it, it is gradually becoming big 
data. The characteristics of big data among others include the following five V’s: Vol-
ume, Velocity, Variety, Veracity and Value. While Volume relates to huge amounts of 
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data, Velocity applies to the high pace at which new data is generated, Variety is the 
level of complexity of the data, Veracity measures the genuineness of the data and Value 
evaluates the usefulness of the data [2, 3]. In order to ascertain the veracity of big data 
sources, a methodology that confirms the sources with the normal health data sources 
was proposed [4]. Big data has a very large size typically, to the extent that its manipu-
lation and management present significant challenges such as accessing, storage, inte-
gration, privacy and security. Although there are common ways of addressing these 
challenges such as investing in more hardware infrastructure, through the use of dis-
tributed databases and the employment of divide and conquer approach, the implica-
tion of these approaches is that of continuous investment in hardware and personnel 
resources [5]. Since the emergence of Big Data Analytics in virtually every sphere of 
human activity including healthcare, it has continued to improve patient wellbeing, pro-
vide personalized healthcare delivery, improve provider relationships with patients and 
reduce medical spending [6] while increasing accuracy in healthcare decision support 
services. When big data is combined with high powered and efficient analytical tools, 
greater tasks such as the following can be accomplished: predicting the root cause of 
an illness from accumulated cases treated, a possible outbreak of an epidemic, across a 
geographical spread of a particular disease and the possible period of the year a disease 
is likely to occur. Also, analyzing treatment patterns by a physician can provide a bet-
ter way of treating an ailment. In area of policy making, the vast amounts of data that 
are being generated by different sources creates an opportunity for public authorities 
and stakeholders to be able to create, analyse, evaluate and optimize policies [7]. This 
researcher worked on opportunities created by Big Data for public authorities in proper 
decision making. In manufacturing sector, industrial big data and artificial intelligence 
are now in the forefront of a new era of manufacturing known as smart manufacturing 
[8]. This author worked on the use of Big Data for smart manufacturing. Using Big Data, 
a fraudulent tradition can be detected before it affects an organization [9]. This author 
worked on the use of Big Data for fraudulent activities’ detection. Consequently, based 
on National Health ICT Strategic Framework 2015–2020, developed for the achieve-
ment of Universal Health Coverage in Nigeria, two components expected from health-
ICT are the ability to capture and exchange patient-level healthcare information and to 
be able to exchange and report aggregate healthcare information [10]. Big data in health 
ICT is the utmost approach for proper maintenance of aggregate healthcare information 
as well as comprehensive patient-level healthcare information in Nigeria.

Researchers [4, 7, 8] on Big Data did not focus on how to effectively manage the size in 
environments where resources are of paramount importance, they only worked on the 
usage of Big Data.

This research work deals with the Volume challenge in big data storage when using 
the Disk-Resident storage approach and hence implemented an improved In-Memory 
approach that stores data in the memory in coded form without the need to decode 
when extracting the stored data. In presenting this research work, “Resolving Big Data 
Voluminosity Challenge and Related Work” Section of this paper reviews literature on 
the voluminosity challenge of Big Data and some related work, “Descriptive and Infer-
ence Data Analytics” Section is on Descriptive and Inference Data Analytics on Big 
Data as a basis for justifying the result obtained in the study, “Methods” Section is on 
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Methods, data and environment used for the research work, “Results” Section is on the 
Result obtained, “Discussion—conclusions” Section on Discussion and Conclusions and 
“Summary” Section on the Summary of the work.

Resolving big data voluminosity challenge and related work

Recent technology has revealed that data can be managed by database systems using 
either In-disk-based techniques or In-Memory-based technique. While the In-disk-
based techniques have been around for quite a long time, the In-Memory based tech-
nique is an evolving technique of data management, and it is still in its infancy [11, 12]. 
In an In-disk-based technique, data resides permanently in the hard disk and it is moved 
to and from the memory when needed depending on the algorithm being used for 
memory management. An In-Memory database system or main-memory database sys-
tem is a breed of database management system that relies on main memory for storage 
instead of using secondary storage. For generic In-disk- based Database Management 
System (DBMS) architecture, it is becoming more and more challenging to process data 
and to produce analytical results in real time (Online Analytical Processing (OLAP)). 
For In-disk databases, disk I/O operations are the main bottlenecks, which are very 
slow operations and cannot be optimized beyond a limit, being mechanical in nature 
[13]. In spite of the fact that traditional In-disk DBMSs have introduced various meas-
ures to speed up their operations through different techniques, this has not brought the 
much-desired result. As a result of advancement in technological innovations, the cost 
of main memory is drastically reducing and this makes storage of large amount of data 
in main memory affordable. The moment data are stored in the main memory, the speed 
of accessing and manipulation improves drastically. If data resides in the main memory, 
there will be no need for caching, which on its own creates another problem. Therefore, 
with the noticeable advent of new applications and upcoming hardware improvements, 
tremendous changes are expected to take place in enterprise software. The next genera-
tion database technologies will clearly deviate from traditional databases of In-disk to 
In-Memory database technology. According to Plattner, it has been established that the 
use of In-Memory database technology enables performance improvements by factors of 
up to 100,000 [14]. The use of In-Memory database also resulted into a speedup of 1.35X 
to 11.28X [15]. Plattner’s work was however based on multiple field structure databases. 
This work employs the use of single field structure database to reduce the overhead 
incurred by the multiple field structure databases.

Single and multiple field structure columnar in‑memory databases

In a multiple structure Columnar In-Memory database, the identifier table contains the 
record identifier item, and for every available field item in the table, a field item identifier 
(that points to the dictionary) is created and maintained. For an example, if we are con-
sidering data items like surname, first name, phone number and city, the identifier table 
will contain the record identifier, surname, first name, phone number and city fields. All 
these fields will contain numbers that will be pointing to the dictionary. The number of 
fields being stored is proportional to the number of the attributes used.

For the single structure Columnar In-Memory database used in this work, the identi-
fier table contains only the record identifier field and the items identifier field. The total 
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number of fields used in this case was always two irrespective of the number of attrib-
utes (in the record) to be managed. All the items’ fields are concatenated into a single 
field which is split into individual fields while retrieving records from the dictionary. 
“Descriptive and inference data analytics” Section describes how data analysis could be 
carried out on Big Data using either descriptive or inferential statistics or both so as to 
justify the comparison criteria used in this study.

Descriptive and inference data analytics

Descriptive data analytics explains the characteristics of a given dataset [16]. It gives a 
description of the properties of the dataset and their possible relationships. The three 
important measures in descriptive analytics are the distribution, measures of central 
tendency and measures of dispersion [17]. The distribution gives the frequency of the 

Fig. 1  Metadata Extraction Process
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different outcomes of the properties of a dataset. Value counts are the most important 
aspect of a distribution. Measures of central tendencies summarize datasets by giving the 
central values in the dataset. Common measures under this include mean, median and 
mode. Measures of dispersion (or variability) describe the spread of values in the dataset. 
The identification of dispersion within a dataset relies heavily on the understanding of its 
central tendencies. Common measures of dispersion are standard deviation, variance, 
range, kurtosis and skewness. Results of descriptive analytics are usually concisely rep-
resented using graphs, tables and charts [18]. Inferential data analytics makes inference 
es on a larger population of data by using a sample from the data [19, 20]. The main aim 
of this process is to draw conclusions from the sample data and extend the conclusions 
to a larger dataset from which the sample data was drawn. Probability theory is used to 
determine the characteristics of the sample that will best represent the overall popula-
tion of interest. Common methodologies under inferential data analytics are hypothesis 
tests and analysis of variance [21].

Methods
Two data sources were used for the implementation. The first is Nigeria Health Insur-
ance Scheme (NHIS) registration data, as of December 16, 2015. It was obtained from 
Wise Health Services Limited; an NHIS accredited Health Maintenance Organization 
(HMO) with ethic and legal compliance and approval. The second data set was Patient 
history obtained (with the approval of ethics and legal committee as well) from “Made in 
Nigeria Primary Healthcare Information System (MINPHIS)”, of which the lead author 
of this paper is a member of the research team that implemented the system.

In order to carry out the comparative study on volume complexity using healthcare 
big data, an implementation of both Disk-Resident (conventional data storage on disk) 
and an In-Memory resident (textual data residing in memory) big data was carried out 
on specific healthcare big data sources. The big data sources were clinical data which 
included patients’ investigation and imaging data, patients’ bio-data, patients’ diagno-
ses, medications, billings, epidemiology and behavioral data, national health insurance 
scheme data and genetics data. These sources served as raw textual formats which were 
encoded using dictionary encoding format before storage in the memory (In-Memory 
coded format). Figure 1 illustrates, the process of clinical metadata extraction.

The metadata extraction stage consists of the following sub-stages: big data sources 
input, user interface interaction, Java Database connectivity and the Java classes mod-
ules used to manipulate the metadata. The first stage generates the big data template. 
This is then operated upon by another set of JDBC and Java classes modules together 
with the individual data field known as column vectors to produce the In-Memory 
database. In order to ensure the security of the In-Memory Database, Network secu-
rity mechanism was deployed.

MySQL Database Management System (DBMS) was then used for the Disk-Resi-
dent implementation, for storing the data and the volume occupied by individual 
attributes were recorded accordingly. Any DBMS could be used, however, MySQL 
was used because of its open source. The same approach was used for the In-Memory 
technique for managing big data complexities [22]. Huffman algorithm’s prefix coding 
methodology was adopted for the implementation of the dictionary encoding system 
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for the In-Memory database. This is denoted by Eq.  1. ‘S’ stands for message (data) 
and ‘W’ stands for code word.

The code word for message s1in S is w1,the code word for message s2in S is w2 and the 
code.

word for message snin S is wn. The total size (entries) of theIn-Memorydatabase is 
denoted by Eq. 2.

(where S and W are entries).
The phases consist of the transformation system and the In-Memory database con-

struction. In the transformation system, appropriate health related data was selected and 
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Fig. 2  Framework of the Research Model [7]
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cleaned, after which metadata was extracted from this source. Then integrating, map-
ping and reduction of the data source were carried out so as to produce a transformed 
big data template.

The In-Memory database construction employed three subsections to work on the 
transformed big data template before producing the In-Memory database. These sub-
sections are: attribute vector management, dictionary encoding and In-Memory colum-
nar management. The attribute vector constructs and manages the attribute of the new 
In-Memory database, the dictionary encoding is used for data compression and decom-
pression purposes on the data while the In-Memory columnar management manages 
the generated column wise record. The management of In-Memory database consists 

Fig. 3  Operational Flowchart
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of: inserting new records, updating the existing ones and deleting unwanted records. 
The framework of the research model is shown in Fig.  2. The various health related 
data sources are shown. Among these are: investigation and imaging, patients’ history, 
NHIS data, medication, billing, epidemiology, behavioural and genetic. From the big 
data sources, those that had repeated items most were selected cleaned and metadata 
extracted to obtain a big data template. From the big data template, unified modeling 
language (UML) tools were applied to generate the big data model. The modeled big data 
was then implemented as In-Memory big data management using Java Open Database 
Connectivity (JDBC) tools and Java Classes.

The resultant implementation was then tested for volume reduction. Figure 3 showed 
the operational flowchart of the system. It illustrates the flow of activities from the selec-
tion of big data source, how memory vectors were created and populated with the con-
tents of the selected data source, the creation of the dictionary encoding using the index 
numbers of the vectors and also the various sub-modules that were used for the main-
tenance such as the search, input, delete and update. Some of the UML diagrams are: 

Fig. 4  Conceptual Model
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Fig. 4 the conceptual model, Fig. 5 sequence diagram of In-Memory vector generation, 
Fig. 6 class diagram and Fig. 7 the activity diagram of In-Memory vector management.

Results
Some sample screenshots of the implementation are shown as follows: Encoded Dic-
tionary Vector shown in Fig. 8, In-Memory Database Management window in Fig. 9, 
In-Memory Database result for patient id attribute in Fig.  10, In-Memory Database 
result for patient surname attribute in Fig.  11 and In-Memory Database result for 
patient sex attribute in Fig. 12. When the National Health Insurance Scheme was the 
chosen data source, Table  1 shows the descriptive and inference statistics of stor-
age space usage for both Disk-Resident and single structure Columnar In-Memory 
resident databases in terms of the number of entries (items). For identifier attribute, 
the Disk-Resident approach stored 1,056,132 entries while the In-Memory approach 
stored 9 entries; this gave a compression factor of 117,348 and savings of 99.9%. 
For first-name attribute, the Disk-Resident approach stored 1,056,132 entries while 

Fig. 5  Sequence diagram of vector generation
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Fig. 6  Class diagram of In-Memory vector generation

Fig. 7  Activity diagram of vector attribute management
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the In-Memory approach stored 123,753 entries; this produced a compression fac-
tor of 8.5342 and savings of 88.28%. For relationship attribute, the Disk-Resident 
approach stored 1,056,132 entries while the In-Memory approach stored 6 entries; 
this produced a compression factor of 176,022 and savings of 99.9%. For sex attrib-
ute, the Disk-Resident approach stored 1,056,132 entries while the In-Memory 
approach stored 2 entries; this produced a compression factor of 528,066 and sav-
ings of 99.9%For surname attribute, the Disk-Resident approach stored 1,056,132 
entries while the In-Memory approach stored 89,592 entries; this produced a 

Fig. 8  Encoded Dictionary Vector snapshot

Fig. 9  In-Memory Database Management window
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Fig. 10  In-Memory Database result for patient id attribute window

Fig. 11  In-Memory Database result for patient surname attribute window
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compression factor of 11.788 and savings of 91.517%. For type attribute, the Disk-
Resident approach stored 1,056,132 entries while the In-Memory approach stored 6 
entries; this produced a compression factor of 176,022 and percentage of 99.9%.For 
date-of-birth attribute, the Disk-Resident approach stored 1,056,132 entries while 

Fig. 12  In-Memory Database result for patient sex attribute window

Table 1  Descriptive and inference statistics of storage space usage (NHIS)

(A) Attribute (B) (Items) Size in 
Disk DB

(C)  (Items) Size in 
In-Memory

(D) Compression 
Factor (B/C)

(E) (% Space 
Saving)    (1—
(C/B))* 100

Identifier 1,056,132 9 117,348 99.9991

Firstname 1,056,132 123,753 8.5342 88.2824

Relationship 1,056,132 6 176,022 99.9994

Sex 1,056,132 2 528,066 99.9998

Surname 1,056,132 89,592 11.7882 91.517

Type 1,056,132 6 176,022 99.9994

Date of birth 1,056,132 22,037 47.9254 97.9134

Dictionary

 Encoding – 1,056,132

 TOTAL: 7,392,924 1,291,537

MEAN = 1,056.132 161,442.125

STD DEV = 0364,639.4471

MEAN SPACE SPACING %  = (1—(TOTALC/TOTALB))* 100 = (1—(1291537/7392924))* 100 = 82.53%
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the In-Memory approach stored 22,037 entries; this produced a compression factor 
of 47.92 and savings of 97.9%. For dictionary-encoding, the Disk-Resident approach 
stored no entries while the In-Memory approach stored 1,056,132 entries; this pro-
duced a compression factor of 1 (this means there is no compression with respect to 
Disk Database since Disk Database did not use this item) and hence there is no sav-
ings. Table 2 shows the data for patient history. The graph of volume representation 
in Disk-Resident and In-Memory Database using the NHIS table is depicted in Fig. 13 
and that of Patient History shown in Fig. 14.

Table 2  Descriptive and inference statistics of storage space usage (Patient History)

(A) Attribute (B) (Items) Size in 
Disk DB

(C) (Items) Size in 
In-Memory

(D) Compression 
Factor (B/C)

(E) (% Space 
Saving) (1—(C/B)) 
* 100

Pat-No 1,003,164 6,182 162.3 99.3837

Surname 1,003,164 6121 163.9 99.3898

Other-name 1,003,164 112,279 8.9 88.8075

Sex 1,003,164 2 501,582.0 99.9998

Age 1,003,164 112 8,956.8 99.9888

Doa 1,003,164 3701 271.1 99.6311

Source 1,003,164 2 501,582.0 99.9998

Provider 1,003,164 239 4,197.3 99.9762

Dod 1,003,164 3290 304.9 99.6720

Sod 1,003,164 2 501,582.0 99.9998

Condition 1,003,164 2 501,582.0 99.9998

Diagnosis 1,003,164 8 125,395.5 99.9992

Dictionary

Encoding – 1,003,164

TOTAL: 12,037,968.00 1,135,104.00

MEAN = 1,003,164.00 87,315.69

STD DEV = 0 319,224.11

MEAN SPACE SPACING % = (1—( TOTALC/TOTALB))* 100= (1—(1,135,104/12,037,968))* 100 = 90.57%

Fig. 13  Volume Representation in Disk-based and In-MemoryDatabase (NHIS)
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Discussion—conclusions
This study has compared an In-Memory and Disk-based techniques for managing vol-
ume complexity associated with big data using textual big health data sources. In the 
study, vast amount of data was stored in compressed form using dictionary encoding 
that ensured no need to uncompress them when accessing the data since most compres-
sion techniques require that data be uncompressed before they can be used. In the study, 
repeated items irrespective of the number of occurrence are stored once, and digits 
which require less storage space used as the means of retrieving the items. Most stored 
items that accumulate into big data in healthcare domain are often of repeated nature. 
When the Disk-Resident database and the In-Memory database were compared, the 
In-Memory database was found to have addressed significantly,the volume challenge of 
healthcare big data (up to 90.57% space saving) in comparison with the disk-based data-
base system when various big data sizes were considered. With this technique, admin-
istrators need not embark on intensive acquisition of storage resources when managing 
big data in critical applications such as in healthcare domain. However, the study used 
text data only in its implementation; hence the effects of other data formats on this tech-
nique are yet to be ascertained. This is intended to be carried out in future work.

Summary
This study implemented an In-Memory Technique that manages the Volume com-
plexity associated with big data. It employed the single structure column wise (colum-
nar) storage technique as well as dictionary encoding for storage in the main memory. 
The study used the Transaction Processing Control (TPC) Performance standard 
to evaluate the volume reduction. The technique was evaluated with a MySQL disk 
resident database management system. When evaluated, the technique was found to 
have addressed the volume challenge of big data considerably in comparison with the 
disk-based database system when various big data attribute sizes were considered. 
With this technique, big data administrators need not embark on resource intensive 

Fig. 14  Volume Representation in Disk-based and In-MemoryDatabase (Patient History)
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approach of managing big data, also real-time processing in critical applications such 
as in healthcare domain is enhanced.

The study was also able to store vast amount of data in compressed form without 
the need to uncompress them when accessing the compressed data. Most compres-
sion techniques require that data be uncompressed before they can be used. Repeated 
items irrespective of the number of occurrence are stored once, and numbers which 
require less storage space are used as the means of retrieving data items. Most stored 
items that accumulate into big data in healthcare domain are often of repeated nature.
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