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ABSTRACT 
 

This paper is set out to evaluate the performance of feature extraction techniques that can 
determine ethnicity of an individual using fingerprint biometric technique and deep learning 
approach. Hence, fingerprint images of one thousand and fifty-four (1054) persons of three different 
ethnic groups (Yoruba, Igbo and Middle-Belt) in Nigeria were captured. Kernel Principal 
Component Analysis (K-PCA) and Kernel Linear Discriminant Analysis (KLDA) were used 
independently for feature extraction while Convolutional Neural Network (CNN) was used for 
supervised learning of the features and classification.  
The results showed that out of sixty (60) individual fingerprints tested, eight (8) were classified as 
Yoruba, forty-eight (48) as Igbo and four (4) as Hausa. The Recognition Accuracy for K-PCA was 
93.97% and KLDA was 97.26%. For Average Recognition time, K-PCA used 9.98seconds while 
KLDA used 10.02seconds. The memory space utilized by K-PCA was 94.57KB while KLDA utilized 
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52.17KB.  
T-Test paired sample statistics was carried out on the result obtained; the outcome presented 
reveal that KLDA outperformed the K-PCA technique in terms of Recognition Accuracy. The 
relationship between the average recognition time (��) and threshold value (�ℎ) was found to be 
polynomial of order four (4) with a high correlation coefficient for KPCA and polynomial of order 
three (3) with a high correlation coefficient for KLDA. In terms of computation time analysis, KLDA 
is computationally more expensive than KPCA by reason of processing speed. 
 

 
Keywords: Biometrics; deep learning; KLDA; KPCA; CNN; ethnicity; feature extraction; algorithm. 
 

1. INTRODUCTION 
 
Recent findings have clearly shown that despite 
scientific advances in computer vision, pattern 
recognition and machine learning, there has 
been various spoofing attack techniques which 
has been created to defeat such biometric 
systems [1]. Traditional Biometric systems that 
are based on single biometric usually suffer from 
problems like unacceptable error rates, spoof 
attacks and insufficient population coverage, 
expression changes, changing lightning, makeup 
or eye glasses and so on [2,3]. Quite a number 
of biometric traits can now be easily forged with 
the use of common apparatus and consumer 
electronics to imitate real biometric readings [1]. 
 
Ethnicity has however, over time been 
discovered not to have standard scientific 
definition which thereby makes this variable 
difficult to measure. Without a standard scientific 
definition, the tendency of misclassifying is very 
high [4]; hence, the rationale behind this 
research. 
 
Deep learning is a new area of machine learning 
research which is about learning multiple levels 
of representation and abstraction that helps to 
make sense of data. It is a technique where 
many layers of information processing stages in 
hierarchical architectures are exploited for 
pattern classification and representation learning 
[5,6]. This work therefore, aim at evaluating the 
performance of feature extraction techniques for 
ethnicity recognition system from Deep Learning 
perspective.  
 

1.2 Related Works 
 
K. Chandra, defined ethnic identities as subset of 
identity categories in which eligibility for 
membership is determined by attributes 
associated with or believed to be associated with 
descent. Ethnicity is classified as a soft biometric 
trait which is meant to complement the identity 

information provided by the primary biometric 
traits such as fingerprint, face, hand geometry 
etc [7]. It has however been observed on many 
occasions and especially in this part of the world 
that identification of individual’s ethnicity does not 
go beyond physical factors which in most cases 
can be manipulated or spoofed to carry out 
nefarious activities. Infact, [8] in an experiment 
observed that Whites of various European ethnic 
background usually have weak ethnic attachment 
especially children born to interracially married 
couples. From previous works on ethnicity 
classification [9,10,11,12], it is observed that 
most work done were approached using facial 
and Iris biometrics from the perspective of 
observation and machine learning; with this 
approach, surface level features are only 
captured for classification which results in high 
False Acceptance and False Rejection rate. 
 
The need to authenticate individuals at various 
occasions cannot be overemphasized as our 
society is becoming more sophisticated and 
automated; instances of such sophistication and 
automation include information confidentiality, 
homeland security and computer security [13,14].  
 
It has been observed that human faces provide 
demographic information such as gender and 
ethnicity. Different modalities of human faces 
such as range and intensity, provide different 
cues for gender and ethnicity identifications. Qian 
[8] exploited the range information of human 
faces for ethnicity and gender identification using 
a support vector machine (SVM) in which an 
integration scheme was also proposed for 
ethnicity and gender identifications by combining 
the registered range and intensity images. The 
experiments conducted on a dataset containing 
1240 facial scans of 376 subjects demonstrated 
that the range modality provides competitive 
discriminative power on ethnicity and gender 
identifications to the intesity modality. Qian [8] in 
a research used 1990 Census data to examine 
how African-American white, Latino-White, 
Asian-American white, and American-Indian 
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white couples identify their children’s 
race/ethnicity. The study shows that choices of 
racial and ethnic identification of multiracial 
children are not as optional as for whites of 
various European ethnic backgrounds. They are 
influenced by race/ethnicity of the minority 
parent, intermarried couples characteristics and 
neighbourhood compositions. Tariq et al. [11] 
demonstrated gender and ethnicity identification 
from silhouetted face profiles using a computer 
vision technique where 441 images were tested. 
The result showed that silhouetted face profiles 
have a lot of information, in particular, for 
ethnicity identification. Shape context based 
matching was employed for classification. The 
test samples were multi-ethnic. Average 
accuracy for gender was 71.20% and for 
ethnicity 71.66%. However, the accuracy was 
significantly higher for some classes such as 
83.41% for females (in case of gender 
identification) and 80.37% for East and South-
East Asians (in case of ethnicity identification). 
Lagree and Bowyer [9] in a work examined the 
possibility of predicting ethnicity based on iris 
texture. It was stated in the work that it is 
possible to predict ethniticity if there are 
similarities in the iris texture of a certain ethnicity 
and these similarities differ from ethnicity to 
ethnicity.The authors of this work asserted that 
this form of soft biometric prediction could be 
used to narrow the search of an enrollment 
database for a match to probe sample. In the 
work, an iris image dataset representing 120 
persons and 10-fold person-disjoint cross 
validation, 91% correct Asian/Caucassian 
ethnicity classification was obtained. In a related 
manner, a prototype video tracking and person 
categorization systems that uses face and 
person’s soft biometric features to tag people 
while tracking them in multiple camera view was 
presented by Demirkus et al. [14]. The approach 
employed took advantage of temporal aspect of 
video by extracting and accumulating feasible 
soft biometric features for each person in every 
frame to build a dynamic soft biometric feature 
list for each tracked person in surveillance 
videos. Algorithms for extracting face soft 
biometric features were developed to achieve 
gender and ethnicity classification and session 
soft biometric features to aid in camera hand-off 
in surveillance videos with low resolution and 
uncontrolled illumination. Over 1500 face images 
from both genders and three ethnicity groups 
with various biometric algorithms were collected 
to train and test the face soft biometry 
algorithms. The algorithms achieved promising 
results for gender and ethnicity classification and 

was able to track person’s re-identification for 
camera hand-off on low to good quality 
surveillance and broadcast videos. 
 
Reviewing related works done on ethnicity, it is 
observed that most works done on ethnicity 
identification were approached from facial/iris 
biometrics point of view for the purpose of ethnic 
classification [15]; however, it is abundantly 
evident that in all the works reveiwed, none has 
vividly worked on fingerprint-based ethnicity 
classification which this research work intend to 
focus on from the perspective of Deep Learning. 
This paper therefore, focused on evaluating 
feature extraction techniques in fingerprint-based 
ethnicity recognition system.  
 
2. METHODOLOGY 
 
This section captured the overall design 
approach as well as the design of its internal 
components. The framework is a multi-level 
based training and classification system due to 
Deep Learning approach being used. As shown 
in Fig. 1, the model broadly encompasses the 
training phase and the testing phrase. The 
training phase comprised of fingerprint 
acquisition, pre-processing, feature extraction, 
generated template and storage while the testing 
phase took care of all stated in the training phase 
in addition with Template comparison and 
classification. 
 
For extraction of features in the captured prints, 
Kernel Principal Component Analysis (K-PCA) 
and Kernel Linear Discriminant Analysis (K-LDA) 
were employed concurrently. The rationale 
behind the choice of these algorithms is the 
advantage they have over several other 
algorithms as it relates to performance 
optimization in high-dimensional spaces. The 
algorithms as well, has the ability to effectively 
use non-linear mappings of features (Savvides, 
Heo, and Park, n.d.). K-LDA as well allows 
efficient computation in feature space [16]. 
 
The idea of K-PCA is to first map the original 
input vectors xt into a high dimensional feature 
space ∅(��)  and thereafter calculate the linear 
PCA in ∅(��) . The linear PCA in 
∅(��)corresponds to a non-linear PCA in xt.. The 
PCA for xt is calculated by  
 

��(�) = ��
�∅(��) = ∑ ��(�)����, ���,

�
��� 	� =

1,… , �                                                          (1) 
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For making the sample input vectors in ∅(��) 
centered ∑ ∅(��) = 0�

���  in Equation (3.1), the 
kernel matrix on the training set K and on the 
testing set Kt are modified by 
 

�� = �� −
�

�
1�1�

��� �� −
�

�
1�1�

��,                   (2)   

                                                 

�� = (�� −
�

�
1�, 1�

��)(� −
�

�
1�1�

�)                   (3)                                                               

 

Where I is l-dimensional identity matrix; lt is the 
number of testing data points. 1l represents the 
vectors whose elements are all ones, with length 
l and lt respectively. Kt represents the lt X l kernel 
matrix for the testing data points. 
 

At the training, testing and classification of 
generated template sections, two deep learning 
algorithms were adopted for that purpose. 
Convolutional Neural Network (CNN) serves the 
purpose of supervised learning of the system. 
The rationale behind the choice of this algorithm 
is due to the hybrid nature of the work being 
carried out in that some fingerprints will be 
labeled while some will be unlabeled. Equally, 
the algorithms are special types of multilayer 
neural networks and they are trained with the 
back-propagation algorithm. 
 

3. RESULTS AND DISCUSSION 
 

Both Kernel Principal Component Analysis (K-
PCA) and Kernel Linear Discriminant Analysis 
(KLDA) which is equally known as Fishers 
Discriminant Analysis were used respectively for 
training of 1054 subjects of three major ethnic 
groups in Nigeria. The system was subjected to 
testing using Deep Learning Convolutional 

Neural Network algorithm from supervised 
learning perspective. 
 

The approach was implemented using images 
normalized to 100 by 100 pixel resolutions with 
application of five (5) varying thresholds (0.2, 0.4, 
0.6, 0.8 and 1.0) respectively in order to allow 
comparison between fingerprint regions. The 
dataset used were 1054 left and right fingerprint 
images of Yoruba, Igbo and Middle-belters in 
Nigeria. 
 

The result gave a description of the efficiency 
rate of the two algorithms used for training the 
acquired fingerprint images. The performance of 
the system was evaluated using metrics such as 
False Acceptance Rate, False Rejection Rate, 
Genuine Acceptance Rate, Accuracy and 
Recognition Time. The results obtained from the 
simulation were subjected to T-Test analysis for 
validation purpose. 
 

The results are shown in Tables 1 and 2 for 
KPCA and KLDA; the corresponding graphical 
representations are as well presented in Figs. 2 
and 3 respectively. 
 

The results presented in Tables 1 and 2 implied 
that out of sixty (60) individual fingerprints tested, 
eight (8) were classified as Yoruba, forty-eight 
(48) as Igbo and four (4) as Hausa. The 
Recognition Accuracy for K-PCA was 93.97% 
and KLDA was 97.26%. For Average 
Recognition time, K-PCA used 9.98seconds 
while KLDA used 10.02seconds. The memory 
space utilized by K-PCA was 94.57KB while 
KLDA utilized 52.17KB.  
 

 
Table 1. Testing results using K-PCA 

 

Threshold FAR FRR GAR Accuracy (%) Recognition Time (sec) 
0.2 20 3 97 91.33 9.45 
0.4 16 4 96 92.00 10.12 
0.6 14 4 96 92.67 9.34 
0.8 10 5 95 93.33 9.89 
1 4 7 93 94.00 10.02 

 
Table 2. Testing results using K-LDA 

 
Threshold FAR FRR GAR Accuracy (%) Recognition Time (sec) 
0.2 14 1 99 94.67 10.45 
0.4 12 1 99 95.33 10.67 
0.6 8 2 98 96.00 10.01 
0.8 4 3 97 96.67 9.99 
1 0 4 96 97.33 10.11 
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Table 3. Paired samples statistics 
 

                                           Mean N Std. Deviation Std. Error Mean 

Accuracy  KLDA 96.0000 5 1.05304 .47094 
KPCA 92.6660 5 1.05462 .47164 

GRR KLDA 97.8000 5 1.30384 .58310 
KPCA 95.4000 5 1.51658 .67823 

FRR KLDA 2.2000 5 1.30384 .58310 
KPCA 4.6000 5 1.51658 .67823 

FAR KLDA 
KPCA 

7.6000 
12.8000 

5 
5 

5.72713 
6.09918 

2.56125 
2.72764 

 

 
 

Fig. 1. Improved framework 
 

 
 

Fig. 2. Graph showing equal error rate for K-PCA 
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Table 4. Paired samples correlations 
 

 N Correlation Sig. 
Accuracy KLDA and KPCA 5 1.000 .000 
GRR KLDA and KPCA 5 .936 .019 
FRR KLDA and KPCA 5 .936 .019 
FAR KLDA and KPCA 5 .985 .002 

 

4. PERFORMANCE EVALUATION 
 
The results obtained from the simulated model 
were used to evaluate the performance of the 
system in order to validate its outcome and as 
well compare the two algorithms used. T-Test 
paired sample statistics was carried out on the 
result with focus on Accuracy of the system, 
Genuine Rejection Rate and False Rejection 
Rate. The outcomes are presented in Tables 3, 4 
and 5 respectively. 
 
��:  The difference between the accuracy of 
KLDA and KPCA is not statistically significant. 
��:  The difference between the accuracy of 
KLDA and KPCA is statistically significant. 
 
The paired t-test analysis conducted between the 
accuracies of KLDA and KPCA at different 
threshold value reveal that there is no much 
distinction in the test result with mean difference 
of 3.33 (i.e. � = 3.33). Nevertheless, the result 
confirmed that the KLDA is statistically significant 
at � < 0.01; � = 0.000  with 		�	����� = 1361.1 . 
The t-test result validates the fact the KLDA 
outperformed the KPCA techniques in terms of 
recognition accuracy. Therefore, the alternative 
hypothesis which states that the difference 
between the accuracy of KLDA and KPCA is 
statistically significant is accepted.  
 
��: The difference between the GRR of KLDA 
and KPCA is not statistically significant. 
��: The difference between the GRR of KLDA 
and KPCA is statistically significant. 
 
The paired t-test analysis conducted between the 
GRR of KLDA and KPCA at different threshold 
value shows that there is slight difference in the 
test result with mean difference of 2.4 (i.e. 
� = 2.4). Nevertheless, the result confirmed that 
the KLDA is statistically significant at � <
0.01; � = 0.001  with 		�	����� = 9.798 . The t-test 
result validates the fact the KLDA outperformed 
the KPCA techniques in terms of GRR. 
Therefore, the alternative hypothesis which 
states that the difference between the GRR of 
KLDA and KPCA is statistically significant is 
accepted. 

 
��:  The difference between the FRR of KLDA 
and KPCA is not statistically significant. 
��:  The difference between the FRR of KLDA 
and KPCA is statistically significant. 
 
A t-test value was measured between the FRR of 
KLDA and KPCA. The paired t-test analysis 
conducted reveals that KLDA was statistically 
significant at � < 0.01; � = 0.001  with 
����	���������� = 	−2.4, �� = 4		���	�	����� =
−9.798. The mean difference and t-value being 
negative assert the fact the KLDA have a 
reduced False Rejection Rate. The t-test result 
validates the fact the KLDA outperformed the 
KPCA techniques in terms of FRR. Therefore, 
the alternative hypothesis which states that the 
difference between the FRR of KLDA and KPCA 
is statistically significant is accepted. 
 
��:  The difference between the FAR of KLDA 
and KPCA is not statistically significant. 
��:  The difference between the FAR of KLDA 
and KPCA is statistically significant. 
 
A t-test value was measured between the FAR of 
KLDA and KPCA. The paired t-test analysis 
conducted reveals that KLDA was statistically 
significant at � < 0.01; � = 0.000  with 
����	���������� = 	−5.2, �� = 4		���	�	����� =
−10.614. The mean difference and t-value being 
negative assert the fact the KLDA have a 
reduced False Acceptance Rate. The t-test result 
validates the fact the KLDA outperformed the 
KPCA techniques in terms of FAR. Therefore, 
the alternative hypothesis which states that the 
difference between the FAR of KLDA and KPCA 
is statistically significant is accepted. 
 

�� = 48.018�ℎ� − 71.793�ℎ� + 26.791�ℎ
+ 0.8217																	��

= 0.8599																													(4.1) 
 

	��
= −3.7675�ℎ� + 5.99																						
+ 1.5441																																								��

= 0.9232																																																															(4.2) 
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Table 5. Paired samples test 
 
 Paired Differences T Df Sig. (2-tailed) 

Mean Std. Deviation Std. Error Mean 95% Confidence Interval of the Difference 
Lower Upper 

Accuracy KLDA - KPCA 3.33400 .00548 .00245 3.32720 3.34080 1361.100 4 .000 
GRR KLDA - KPCA 2.40000 .54772 .24495 1.71991 3.08009 9.798 4 .001 
FRR KLDA - KPCA -2.4000 .54772 .24495 -3.08009 -1.71991 -9.798 4 .001 
FAR KLDA - KPCA -5.2000 1.09545 .48990 -6.56017 -3.83983 -10.614 4 .000 

 

 
 

Fig. 3. Graph showing equal error rate (EER) for K-LDA 
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In view of the above computation time analysis, 
KLDA is more computationally expensive than 
KPCA in terms of processing speed and   
memory usage in ethnicity fingerprint recognition 
system. 
 
5. CONCLUSION 

 
In this work, the performance of two different 
feature extraction algorithms (K-PCA and K-LDA) 
were evaluated in order to ensure the efficiency 
of the system. It was however discovered that K-
LDA outperforms K-PCA in terms of Average 
recognition time and recognition accuracy; 
however, K-LDA is computationally more 
expensive than K-PCA.  This work will in no 
small measure contribute to existing knowledge 
in pattern recognition through the fusion of soft 
biometric trait (ethnicity) with hard biometric 
feature (fingerprint) for the purpose of enhancing 
the process of identification through machine. 
Since the performance of the two techniques (K-
LDA and K-PCA) have been substantiated in this 
work, the multiclass variant of K-LDA can be 
modified to enhance the process of feature 
extraction and thereafter subject such features to 
unsupervised deep learning. 
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